[image: image2][image: image3.png]




Antrag auf Förderung eines binationalen Seminars deutscher und brasilianischer Wissenschaftler der Systembiologie durch die DFG
Antragsteller von deutscher Seite
Prof. Dr. Roland Eils
Gründungsdirektor BioQuant

Insitut für Pharmazie und Molekulare Biotechnologie (IPMB)
Im Neuenheimer Feld 267
D-69120 Heidelberg


Fon: 06221 54 512 91
Fax: 06221 54 514 88
Vorgesehener Termin:
21.02.2010 – 25.02.2010
Vorgesehener Ort:
Ouro Preto
Provinz Minas Gerais
Brasilien
Systems Biology: An Important Link between Life Sciences and Theoretical Sciences
Scientific State of the Art
Modern systems biology represents the important link between life sciences and theoretical modeling. It well complements approaches in physiology, enzymology, and other disciplines, which have already taken a partially systemic view of biological processes. A major reason for the recent emergence of systems biology is that the experimental techniques and research tools for scientists have tremendously developed within the past decade offering for the first time a comprehensive quantitative analysis of complex biological processes at large scale. 
Systems biology has started its procession during the late nineties in the U.S. and in Japan. Concomitantly, the first major systems biology consortiums have been initiated in these countries. In Europe, Germany has taken a leading role with several German scientists pioneering systems biology research over the past ten years. As a result, numerous systems biology initiatives and systems biology research projects have been initiated putting Germany at the international forefront of systems biology research. In 2004 German systems biology took a huge hurdle with the start of HepatoSys, an initiative with the goal of understanding the mechanisms of biological processes in hepatocytes. Since then a number of national as well as international research programs on systems biology have been successfully established.
At present, many German universities and non-profit research institutions host successful systems biology projects and initiatives, e.g. the Hepatosys initiative (2004), the Helmholtz Alliance on Systems Biology (2007), the FORSYS – Research Units for Systems Biology initiative (2007-2011), the FORSYS Partner initiative (2008-2010), QuantPro – Quantitative Analysis for the Description of Dynamic Processes in Living Systems (2006-2009), and ERASysBio. Other initiatives are just being started, e.g. MedSys – Medical Systems Biology (2008-2011), GerontoSys – Systems Biology of Aging (2009-2013), and New Methods of Systems Biology (2009-2012). Moreover, teaching and doctoral training programs in Systems Biology have been established at various universities in Germany and Europe.
In general, systems biology represents a young and novel branch of natural sciences. In many cases it has shown its ability to shed new light on research activities in life sciences that have already started in the past. Systems biology itself is complex and thus, reveals manifold facets. Hence, it is quite difficult to find a generally-accepted definition for the term systems biology. Some scientists consider systems biology to be a field of study on the interaction between the components of a biological system and how these components generate form and function of that particular system, organ or entire organism. Other researchers think of it as a novel paradigm in life sciences, which strives to put things together rather than tearing them apart. In other words, systems biology represents the integration of data and facts rather than a process of simplifying and reducing them to a minimal consensus model. However, there are even more opinions on how systems biological should be referred to. Some people refer to systems biology simply as a number of operational protocols used to carry out life science research. Some just define it as an application of systems theory to molecular biology, whereas others consider it to represent a socioscientific phenomenon focusing on the integration of selected interaction data of components of biological systems with the help of interdisciplinary tools and personnel.
Despite the problem of finding a unique definition of systems biology, it is undoubtful that systems biology has merely become possible by the tremendous technical progress in developing life science research tools, experimental techniques, and computer hard- and software within the late eighties and early nineties of the last century. In other words, it has been the progress in molecular biology, genomics, computer science, latest control theory, non-linear dynamics theory, and in many other fields that gave birth to modern systems biology research. In this sense, most scientist would probably agree that systems biology contains an ‘omics’ aspect (transcriptomics, proteomics, metabolomics, glycomics, interactomics, fluxomics, and biomics) and powerful mathematical modeling.
Given the fact that systems biology is the mandatory link between life sciences and theoretical sciences, system biology gives researchers the unique opportunity to study and understand complex biological processes of cells compartments, single cells, tissues, whole organs or even entire life forms. Thus, it opens the chance to understand the nature of complex diseases, e.g. different types of cancer, of neurodegenerative diseases such as Alzheimer, Parkinson or MS, of cardiovascular diseases, and of viral infections. Once the underlying complex biological processes and principles of these diseases are understood in greater detail, it may also become possible to establish better and more targeted investigations to find a cure for the corresponding diseases.
Due to the brilliant perspectives and features of systems biology, many cellular processes such as intra- and intercellular signaling, intra- and intercellular transport processes, apoptosis, tissue development processes, tissue regeneration processes, cell entry of viruses, viral diseases, have become hot topics of concurrent research projects in the life sciences.
Systems biology may very well be considered to be the most powerful or sometimes even the sole scientific approach to encounter the challenges of complex biological questions. It offers novel scientific research tools and a fresh perspective on health and environmental research.
Scientific Goals of the Bilateral Event
Brazil is the largest country in South America and it is the 8th largest economy in the world (in 2007). It has more than 2,200 Colleges and University with more than 50,000 professors and approximately 4,1 million students (in 2007). Most of these universities are run on a private base.
According to these impressive numbers and the fact that Brazil is among the top 10 most dynamically growing countries in the world, it is logically consistent that Brazil is the leading country with respect to scientific publications in South America (1991-2003).
Apart from plant and animal sciences, agricultural sciences, microbiology, environmental and ecological sciences, pharmacology and toxicology, neurosciences, and biology and biochemistry, Brazilian universities have an enormous potential in the field of mathematics, informatics, and computational biology.

Brazil has been chosen as key partner 
for the development of international relations with FORSYS – Research Centers for Systems Biology, the Helmholtz Alliance on Systems Biology, and the wider German systems biology community, because this potential has not been acknowledged in the past years. The Brazilian school of bioinformatics is very powerful and has produced quite a number of renowned scientists.

As a proof of excellence the Brazilian computational biology community has established a yearly international conference series on computational biology and systems biology, called the X-meeting. The X-meeting is the annual meeting of the AB3C (Associação Brasileira de Bioinformática e Biologia Computacional), which is affiliated with the International Society for Computational Biology (ICSB).

This conference has been held by the society for 5 years and has attracted international renowned computational biologists and systems biologists to Brazil (Url: www.x-meeting.com). Prof. J. Miguel Ortega, our partner in Brazil in this project, is a leading member within this association of Brazilian computational biologists.
As already stated above, systems biology requires the joint effort of mathematicians, physicists, informaticians as well as experimental biologists. The involvement of Brazilian computational biologists in systems biology projects has the potential to create new horizons of the development of systems biology, both in Brazil and at the international level.

To open the field for interactions on systems biology between scientists from Brazil and Germany, potentially leading to collaborations between Brazilian and German scientists, we plan to organize a workshop on Systems Biology from the 21th-24th of February 2010 in Ouro Preto, Brazil, near Belo Horizonte, the capital of the Brazilian federal state of Minas Gerais.
The workshop will include oral presentations of German scientist working in the field of systems biology and of Brazilian scientists, working in the field, with a general connection to the applied methods in Systems Biology. Furthermore, poster presentations from both sides should work out possibilities for the initiation of joint projects. Apart from the excellence of our Brazilian partners, such a meeting would be quite interesting and politically appropriate, since the German-Brazilian Year of Sciences will start in April 2010.
The workshop will be help together with AB3C as a satellite event. AB3C X-meeting in 2009 has, as speakers, the participation of German scientists Dr. Peer Bork and Dr. Nikolaus Rajewsky and a posdoc Adriano barbosa-Silva (MDC-Berlin). Thus, the expectative of continuous collaboration is already granted by the Ab3C annual conference, X-meeting.

Brazilian scientific community is engaged in different large throughput genomic projects. Many networks have been established in the country, providing enormous amount of information that can be treated by Systems Biology approaches. Together with the data obtaining, the local community has been developing specific training on diverse computational biology areas, with the creation of tools, databases, etc. Among the expertise developed within the Systems Biology area are networks of gene expression, genome wide gene expression, RNA-seq approaches and comparative environmental biology, for example. Presently our partner in Brazil, Dr. J. Miguel Ortega, is leading an effort of joining these advances in a virtual bioinformatics center. Thus, the Systems Biology meeting will be of large importance to add one more impulse to this initiative.
Brazil has two PhD courses on Bioinformatics since 2003, and one of them is located at Universidade Federal de Minas Gerais. Participation of all students and scientists engaged in this program are expected, together with students from other cities, which participation will be granted by local support provided by Brazilian Founding Agencies CNPq and FAPEMIG.
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Scientific program
1. A Systems Biology Approach towards Predictive Cancer Therapy. Holistic Multi Scale Modeling of Targeted Protein Therapeutics Action

Frank Allgöwer

Institute for Systems Theory and Automatic Control, Pfaffenwaldring 9, Stuttgart
University, 70550 Stuttgart and Stuttgart
Center Systems Biology (CSB) Stuttgart

Modern, targeted protein therapeutics, such as recombinant antibodies targeting tumor antigens or multifunctional cytokines targeting death receptors hold great promise to advance treatment of presently incurable diseases, cancer in particular. In addition, through genetic engineering as well as methods of chemistry and material sciences, the generation of novel, multifunctional reagents combining features of these natural defense molecules will open up new avenues of targeted therapies in oncology. The clinical efficacy of such engineered reagents will depend on the optimum combination of their properties at distinct time-space-levels to achieve maximum on-target and minimum off-target activity. The three major levels here to be considered are

i) 
the distribution and pharmacokinetics within the whole organism 

ii) 
the distribution and enrichment of the drug in the tumor via targeting strategies

iii) 
binding to and activation of their respective target molecules and intracellular signaling pathways, leading to e.g. apoptosis of the target cell. 

Aspects of this complex system have been intensively investigated, with qualitative assays prevailing in the past, but quantitative methods and mathematical models gaining increasing importance. For example, a wealth of pharmacokinetic data on therapeutic antibodies exists and initial models focusing on aspects of tumor growth are available. However, the clinical assessment of therapeutic activity so far is, by and large, an educated guess and trial and error procedure oriented at patho/physiological phenomena such as minimum biological response and maximum tolerated dose. No holistic model exists capable to describe the whole system including the three levels outlined above and suitable to aid clinical studies by predicting parameters of therapeutics application critical for determination of tumor response. The establishment of such an integrative, holistic mathematical model of tumor therapy with predictive power appears particularly attractive and helpful for clinical evaluation of all biological/immune therapy concepts because of the complex bioactivities potentially affecting the whole organism. A predictive mathematical model suitable to guide cancer therapeutic strategies is the ultimate goal of the planned project, with the work of the current research period laying the ground for a core model on which to build on in subsequent studies. As an experimental tumor system for data acquisition and model validation, we study the whole body distribution and antitumoral action of new, specifically designed variants of the proapoptotic TNF related apoptosis inducing ligand (TRAIL) based fusion proteins with tumor targeted activity in murine xenotransplantated lung carcinoma and in ex vivo models of human lung cancer. We will report on progress in the development and function of the new targeted TRAIL variants and the state of art of the mathematical submodels.
2. Integrating Biological Concepts into Protein-Protein Interactions Using Text Mining

Adriano Barbosa-Silva

Computational Biology and Data Mining Grou. Max Delbrück Center for Molecular Medicine. Robert-Rössle-Str. 10. 13125 Berlin, Germany.
Text mining methods offer flexible ways to access the public knowledge represented by the scientific literature. In the past years, several tools have been developed to filter information about important biological entities such as genes, proteins, chemicals or diseases. This information has been show to be effectively filtered from single sentences, as well as, from whole abstracts texts. Furthermore, ontology and controlled vocabularies (such as Gene Ontology or Medical Subject Headings, respectively) permit literature mining also for standardized biological concepts. However, hitherto there are no specific systems that can identify user’s customized concepts together with information regarding to proteins related by biointeraction terms in different topologies of a scientific text. To fill this gap, we have developed two new resources called LAITOR (Literature Assistant for Identification of Terms co-Ocurrences and Relationships) and PCE (Pubmed Concepts Explorer). LAITOR is a command line software that uses a set of dictionaries (biointeractions, biological terms and concepts) in order to extract co-occurrences of their terms into four different topologies. Furthermore, from the co-occurrence analysis, LAITOR generates a data structure to be exported as a graphical literature network of third-part programs (as those like Arena3D and Medusa). PCE is a text mining web server where the functionalities of LAITOR are explored. In this on-line system we use as default bioentities dictionary those terms filtered from NCBI Gene and UniProt Knowledge Base, where their terms co-occurrences are brought together with biointeractions and biological concepts from either loaded by the users or from the NCBI MeSH database. PCE displays a graphical co-occurrence network composed by the terms extracted in the users input. Furthermore, PCE tries to identify pathways represented in the target literature by crossing the identified terms with those which represent pathway’s members. We intend to present the main methods and interfaces of both systems commented above. Examples about the utilization of both platforms to support the development of co-occurrence networks related to Neurodegenerative Diseases within the project NeuroNet will be presented, as well as, examples of how LAITOR and PCE can be used to the pursuit of new metabolic pathways where different biological concepts are involved. LAITOR can be downloaded from SourceForge at http://laitor.sourceforge.net/ and PCE is available at  http://cbdm.mdc-berlin.de/~laitor/PCE/.

Funding: This work was supported by grants from Germany's National Genome Research Network (Bundesministerium für Bildung und Forschung) and from The Helmholtz Alliance on Systems Biology (Helmholtz-Gemeinschaft Deutscher Forschungszentren).

3. The Helmholtz Alliance on Systems Biology

Ulrike Conrad, Jan Eufinger, and Roland Eils

iBIOS Theoretical Bioinformatics, German Cancer Research Center, Im Neuenheimer Feld 580, D-69120 Heidelberg, Germany

Life science research in the past fifteen years has seen the generation of enormous amounts of biological data generated by the so called „-omics“-technologies (e.g. genomics, transcriptomics, proteomics). Due to the high complexity of these data they are almost inaccessible for intuitive human understanding. Still the included information offers huge opportunities for further exploitation. New approaches leaving the classical fields of genetics and molecular biology towards other disciplines like mathematics, engineering and systems theory are needed. These disciplines provide the theoretical foundations for the analysis of large-scale systems which have to be transferred to the complexity of biological systems. Multi-factorial diseases like e.g. cancer, cardiovascular and neurodegenerative disorders arise only after multiple events and thereby often render linear gene-by-gene approaches inappropriate for a holistic understanding of the disease. Systems biology tries to avoid this linearity by integrating experimental results into theoretical, predictive and expandable models. 

Therefore, the Helmholtz Alliance on Systems Biology was initiated in 2007 as a joint initiative of five Helmholtz Centers and external partners, focusing on the elucidation of diverse complex disease mechanisms using a highly connected and interdisciplinary approach. The aim of the Alliance is to use systemic approaches for a better understanding of the complexity of cancer, cardiovascular and neurodegenerative diseases to design new strategies for their treatment.

Participating networks are:

1. SBCancer: Systems Biology of Signaling in Cancer, German Research Center (DKFZ), Heidelberg

2. MSBN: The MDC Systems Biology Network, Max Delbrück Center for Molecular Medicine (MDC), Berlin-Buch

3. CoReNe: Control of Regulatory Networks with Focus on non-Coding RNA, Helmholtz Zentrum München, German Research Center for Environmental Health, Neuherberg

4. From Contaminant Molecules to Cellular Response: Systems Quantification and Predictive Model Development, Helmholtz Center for Environmental Research (UFZ), Leipzig

5. The Human Brain Model: Connecting Neuronal Structure and Function across Temporal and Spatial Scale, Forschungszentrum Jülich

Additionally, further Helmholtz Centers take part in the activities of the Alliance, namely, Helmholtz Center for Infection Research (HZI), Braunschweig, focusing on Systems Biology of Host-Pathogen Interactions and the Berlin Institute for Medical Systems Biology (BIMSB) as a new Systems Biology initiative, launched in 2008 at the Max Delbrück Center for Molecular Medicine (MDC), Berlin-Buch.
The Helmholtz Alliance is concertedly developing and applying state-of-the art experimental, IT and modeling techniques to provide an integrated and efficient structure for all members of the Alliance. Experimental and computational techniques are available on a joint technology platform. Each network cooperates with other prominent partners outside the Helmholtz Association to further improve and interconnect the development of new technologies.

In order to promote the emerging discipline of systems biology, the Helmholtz Alliance transfers its knowledge and experience into educational programs. The Members organize regular workshops, summer schools and contribute to PhD programs at the Helmholtz Centers as well as to curricula at universities. Several specialized workshops on topics like quantitative data generation, high-throughput technologies and modeling methods have already been organized in the first two years and were very successful in bringing together researchers from the different disciplines. Future events and more about the Alliance is announced on the website: www.helmholtz.de/systemsbiology.
4. Experimental Characterization and Modeling of Microtubule Rearrangements in Neurite Formation
Leif Dehmelt
Technische Universität Dortmund and Max-Planck-Institut für Molekulare Physiologie Dortmund, Otto-Hahn-Str. 6, D-44227 Dortmund. Germany

During development, neurons form an elaborate, branching system of protrusions. Precise control over their formation is essential for normal brain development and higher brain function. Even subtle defects can lead to neuronal degeneration, dementias or psychosis. Current treatments for such disorders are based on fragmented and incomplete information about the underlying cellular processes. In order to improve current treatments, a better, more complete understanding is required. Surprisingly little mechanistic detail is known about the very first event in neuronal development: neurite initiation. Our lab is focusing on the regulation of two major cytoskeletal components during this process: actin and microtubules 
 ADDIN EN.CITE 

(Dehmelt and Halpain, 2004; Dehmelt et al., 2003)
. During neurite initiation, these components interact with each other and with their regulators in a complex manner both via biochemical and mechanical means. In particular, the overall cellular arrangement of microtubules emerges in a self-organizing process through the interplay of force transducing molecular motors and regulators of dynamic microtubule growth (Dehmelt et al., 2006). To gain insight into this complex, dynamic system, we first conducted a siRNA-based high-content screen to identify system components. We then evaluated the roles of key candidates in the overall system behavior by live-cell imaging. We implement these observations into a computational model, which is based on known principles to simulate the physical basis of microtubule organization (Nedelec, 2002). By combining detailed experimental observations in living cells with computationally assisted feature extraction and in silico simulations of this complex system, we aim to gain a better understanding of the underlying mechanisms, which lead to the emergence of neurite structures during the development of the brain.

References:

Dehmelt, L., and S. Halpain. 2004. Actin and microtubules in neurite initiation: are MAPs the missing link? J Neurobiol. 58:18-33.

Dehmelt, L., P. Nalbant, W. Steffen, and S. Halpain. 2006. A microtubule-based, dynein-dependent force induces local cell protrusions: Implications for neurite initiation. Brain Cell Biol. 35:39-56.

Dehmelt, L., F.M. Smart, R.S. Ozer, and S. Halpain. 2003. The role of microtubule-associated protein 2c in the reorganization of microtubules and lamellipodia during neurite initiation. J Neurosci. 23:9479-90.

Nedelec, F. 2002. Computer simulations reveal motor properties generating stable antiparallel microtubule interactions. J Cell Biol. 158:1005-15.

5. 
Crosstalk of IL-6 and GM-CSF Signaling Pathways in HaCaT A5 Benign Tumor Keratinocytes
Sofia Depner, Andreas Sommer, Oliver Hauk, Alexander Schimming, Marco Nici, Mario Mommer and Margareta Mueller

Tumor and Microenvironment, German Cancer Research Center, INF 280 69120 Heidelberg, Germany

IL-6 promotes tumor progression from a benign to a malignant invasive tumor phenotype in the HaCaT model for human SCCs by stimulating proliferation and migration of the benign HaCaT keratinocyte tumor cells and by inducing a progression promoting growth factor network in these cells. This network includes the up regulation of IL-8, GM-CSF and VEGF that in turn influence tumor cells proliferation, migration and angiogenesis. Interestingly IL-6 and GM-CSF signal transduction are closely connected in the tumor keratinocytes. Stimulation of tumor cells with IL-6 with simultaneous blockade of GM-CSF (and visa versa) significantly inhibits proliferation of tumor cells as compared to stimulation without blockade. Quantitative and time resolved analysis of the interactions between IL-6 and the IL-6 induced growth factor GM-CSF at the level of signaling transduction revelaed that blockade of GM-CSF in tumour keratinocytes led to alterations of the IL-6 induced STAT1 and 3 activation kinetics. To elucidate the mechanisms of this interaction we are established a mathematical model using modern parameter estimation and model discrimination techniques.
6. Data Management for Systems Biology

Jürgen Eils and Roland Eils

iBIOS Theoretical Bioinformatics, German Cancer Research Center, Im Neuenheimer Feld 580, D-69120 Heidelberg, Germany

The ultimate goal of researchers in the interdisciplinary field of systems biology is to solve biological problems at the level of an entire system. Achieving this goal requires supporting the efforts of both experimental biologists as well as computational modelers. The phases of planning, actual experimentation and data analysis as well as model development, testing and validation should all be supported by an integrative data management.

The issue of data management using one comprehensive database solution will be discussed. Integrative data management by combining several standardized solution in each field of systems biology and combine them in an integrative way is one possibility.

Our in-house iCHIP database (http://www.ichip.de) was originally developed to operate as a gene expression database. Given the rapid development of new technologies in molecular biology, the amount and heterogeneity of available data has increased dramatically. The functionality of iCHIP has therefore been extended to include proteomics, matrix-CGH and microscopy images. A comprehensive user and project management is implemented, which allows user-dependent rights for reading and writing of specific data and several application areas. In particular the public user can be defined with very restrictive access to data and masks. Furthermore, standardized exchange formats have been included and standardized interfaces for communication with third party products implemented.

This general accessibility, the broad functionality and technological enhancements of iCHIP are the facts which channel the iCHIP extension towards systems biology.
7. BlblA

Roland Eils
    ddd

8. Systems Biology of RNA

Wolfgang R. Hess
Freiburg Initiative in Systems Biology and Faculty of Biology, University Freiburg, Inst. Biology III, Schaenzlestr. 1, D-79104 Freiburg, Germany

Mathematical modeling of RNA-based gene regulation has revealed a particular niche for regulatory RNA in allowing cells to transition quickly yet reliably between distinct states, consistent with the widespread appearance of bacterial regulatory RNAs in stress regulatory networks. Accordingly, regulatory RNA has been discovered in all three domains of life. However, transcriptional units that give rise to trans-acting regulatory RNAs or antisense RNAs (asRNAs) are not identified during normal genome annotation, and in phototrophic bacteria only a small number of ncRNAs has been described. Phototrophic bacteria currently attract a lot of attention due to their ability for converting solar energy efficiently into biomass and the resulting potential for biofuel production. 

We have used 5 different methods for the identification of novel non-coding and antisense RNAs in various cyanobacteria, with a focus on the model Synechocystis sp. PCC 6803 (1-6). The reliability of computational predictions for the detection of ncRNAs and asRNAs in Synechocystis sp. PCC 6803 and for marine Synechococcus species was scrutinized in microarrays, complemented by deep sequencing of the small RNA population and validated by an extended set of Northern hybridizations and 5' RACE experiments. 

The total number of asRNAs in Synechocystis sp. PCC 6803, a simple unicellular prokaryote with a genome size of only 4.6 Mbp, is more than 800 and of classical trans-acting ncRNAs about 300. Thus, regulatory RNAs play a much more important role in this model organism and probably also in most other bacteria. Although functions are still unknown for the vast majority of regulatory RNAs, I will provide functional evidence for cyanobacterial ncRNAs acting against invading phages, controlling the expression of key photosynthetic genes, or serving as signals for RNA maturation, processing and degradation.
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9. Bringing mammalian gene-regulatory networks to life: Kinetic models at multiple scales

Thomas Höfer

Research Group Modeling of Biological Systems, German Cancer Research Center and BioQuant Center, Heidelberg, Germany

Mammalian gene-regulation is complex on many levels of organization. Multi-protein machineries are needed to modify chromatin structure and transcribe accessible genes. Genes regulate their own expression and those of other genes. Finally, gene expression feeds back into the processing of extracellular signals that control transcription factor activity. In this talk I will give an overview of experimentally-based modeling approaches developed in our group that addresses these various levels of regulation. The iteration between experiment and computational analysis reveals emergent phenomena that arise from the interplay of molecular components, such as the high specificity of multi-protein complexes for their target sites on DNA (1,2). Moreover, the quantitative testing of mechanistic hypotheses helps uncover hitherto unknown functional interactions (2-4).
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10. Systems Biology and Drug Discovery - A Fruitful Relationship?"

Thomas Hoffmann
Phenex Pharma, Germany

Nuclear Receptors are of major importance for the body's homeostasis, as they integrate different intra- and extracellular signalling to initiate and regulate gene expression programs. This key role in a wide variety of signalling pathways qualifies them as important pharmacological targets.
However the widespread use of nuclear receptor drugs is limited, in general, by an inherent propensity of nuclear receptors to trigger beneficial, as well as adverse pharmacological effects upon drug activation. 
Hence, selective drugs that display reduced adverse effects, such as the Selective Estrogen Receptor Modulator (SERM) Raloxifene, have been developed by guidance through classical cell culture assays and animal trials. However a more systematic understanding of the contributions of several pathways to therapeutic as well as side effects would enable a more rational design of next generation nuclear receptor drugs with an improved therapeutic index

Based on this example of one specific target class, the general potential impact of systems biology to the current drug discovery process will be discussed.
11. Systems Biology Approaches to Crop Plant Metabolism

Björn Junker

Leibniz Institute of Plant Genetics and Crop Plant Research (IPK), Corrensstr. 3, D-06466 Gatersleben, Germany

Plant products are the major source of food and feed. Furthermore, they constitute a major source for industrial raw materials for the production of chemicals and fuels. Understanding the control and dynamics of metabolism plays an important role in rational engineering of plant products. Research objects are members of the legume family, e.g. the crop plant pea (Pisum sativum) and the model plant barrel medic (Medicago truncatula), and furthermore barley (Hordeum vulgare) representing monocotyledons. In these systems, different issues in primary metabolism are addressed, with a strong focus on processes during the storage product accumulation phase in seeds. We are applying different systems biology approaches to plant metabolism: Theoretical methods such as kinetic modeling of parts of plant metabolism, including parameter estimation and metabolic control analysis, as well as stoichiometric modeling of the entire central metabolism for the investigation of structural network properties and flux balance analysis. The basis for these models are experiments, in which metabolite concentrations (by UPLC and GCMS) and enzyme activities (by robotized cycling assays) are measured. This data is then used to estimate missing parameters in the kinetic models. Another systems biology technique that is applied to investigate plant metabolism is steady-state 13C metabolic flux analysis, in which labeling data from a plant cultivation with stable isotopes is compared to simulated data from this experiments, in a way that intracellular fluxes with a very high resolution can be inferred. Taken together, these techniques allow a much more fine-grained view and understanding of crop plant metabolism.

12. Modeling Virus-Host Interactions based on High-Throughput Data

Lars Kaderali

ViroQuant Junior Research Group Modeling, BioQuant BQ26, Heidelberg University, Im Neuenheimer Feld 267, D-69120 Heidelberg, Germany

Viruses depend on a host for most steps of their lifecycle, including their replication and spread. It is thus not surprising that they have developed complex interactions with the host machinery during their evolution. A more profound understanding of these interactions holds tremendous potential for the design of antiviral drugs. Targeting (non-vital) host factors instead of viral proteins will make it much tougher for the virus to develop resistance to a drug, since it would have to replace the entire host process. However, the development of such anti-viral drugs requires a systems-level understanding of the virus-host interactions, and will not be possible without mathematical modeling and computational analysis.

To elucidate virus-host interactions experimentally, RNA interference (RNAi) is a most suitable tool. RNAi allows targeted knockdowns of host genes in living cells. In an infection assay with systematic and comprehensive knockdowns of host-genes, RNAi enables the identification of hitherto unknown host factors required by the virus. We illustrate this on an siRNA screen for host factors involved in Hepatitis C virus replication (HCV) in a human hepatoma cell line. We show how resulting data can be used to reconstruct host signaling pathways involved in anti-viral response in a systems approach, using data-driven machine learning. We present a novel approach for the reconstruction of virus induced signal transduction networks from RNAi data, using probabilistic Boolean threshold networks. This approach computes probabilities over models and model parameters, and is thus most suitable in an iterative procedure between experiment, network reconstruction and further experiment design. As an illustrative example, we show results on the Jak-Stat signal transduction pathway, a central pathway of the innate immune response.

We conclude our talk by discussing the integration of network reconstruction using machine learning and direct forward modeling of viral replication using differential equations. We show first results on HCV replication, and discuss methods and data required for an integration of forward and inverse modeling. We believe this to be one of the major challenges facing Systems Biology today, and will conclude with an outlook on our ongoing work on this topic.
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13. The Dynamics of B Cell Receptor Clustering

Daniel Kaschek and Jens Timmer

Physikalisches Institut, Universität Freiburg, Hermann-Herder-Str. 3, 79104 Freiburg, Germany, daniel.kaschek@physik.uni-freiburg.de

B cells are the main cell type of the immune system that respond to native foreign antigens by producing large amounts of antibodies. They express the B cell antigen receptor (BCR), which activates the cells in case of an infection. Measurements show that the single receptors, i.e. receptor monomers, can form clusters of two or more receptors, the so-called oligomers.

The dynamics of the clustering process can either be modeled as a stochastic process or in terms of deterministic differential equations. An approach that enables the analysis of analytical steady-state solutions of the differential equations and the analysis of stochastic effects at the same time is Chemical Reaction Network Theory (CRNT). In order to apply this theory the clustering process needs to be formulated as a chemical reaction network. While the assumptions of CRNT lead to heavy constraints for the possible reactions we try to extend the analytical solutions for approximations that account for the desired extension of the reaction network. Last, the influence of stochastics on the steady-state solution is investigated.

The mere existence of pre-formed oligomers changes the view of how B cell receptors become activated upon antigen-binding. We propose now that the binding of multivalent, but not monovalent, antigens to clustered receptors disturbs the structure of the receptor oligomer leading to conformational changes and subsequent receptor activation. The dynamical parameters that determine the conformational changes can be directly deferred from the steady-state measurement justifying the detailed analysis of steady-state solutions.

14. The Human Brain Model: Connecting Neuronal Structure and Function

Rolf Kötter

Donders Centre for Neuroscience, Chair of Section Neurophysiology & Neuroinformatics Department of Cognitive Neuroscience (126), Radboud University Nijmegen, Medical Centre Postbus 9101, 6500 HB Nijmegen, Visitors:Geert Grooteplein 21, 6525 EZ Nijmegen, NL

I will highlight the benefits of CoCoMac, our online database of primate brain connectivity (cocomac.org), in the context of research and training in systems biology. CoCoMac was started in 1997 by collation and comparison of published results from the growing body of tracer studies detailing the connectivity in brains of macaques (Stephan et al. 2001; Kötter 2004). Our ultimate aim is to build a large-scale circuit wiring diagram of the primate brain that might successfully predict some aspects of (human) brain activity and the effects of lesions (Sporns et al. 2005).
· CoCoMac references NCBI’s PubMed for registered journal publications providing the abstract and full bibliographic information at a button click. Conversely, PubMed users can configure the NCBI interface to display available LinkOut to CoCoMac, which adds value by providing supplementary connectivity and mapping information through online retrieval from CoCoMac.

· Bidirectional cross-links have also been implemented with BrainInfo (http://braininfo.rprc.washington.edu/), a comprehensive information system on nomenclature, location and fine structure of mammalian brain regions. A single mouse click in BrainInfo retrieves corresponding wiring information from CoCoMac. 

· Interfaces with Caret and the SuMS (Van Essen et al. 2001) link brain mapping and connectivity data with their spatial representations in monkey and human hemispheres. WebCaret users have direct access to CoCoMac data relevant to the selected brain regions displayed in separate windows. The newly introduced Regional Map (RM) in CoCoMac (Kötter and Wanke 2005) provides a coarse parcellation scheme of cerebral cortex taking into account a combination of microstructural, functional and topographic features. It provides an intuitive and rather uncontroversial naming scheme applicable to human and macaque cerebral cortex. The coordinate-independent mapping of RM areas to familiar partitioning schemes (e.g., Brodmann, Bonin & Bailey, Van Essen) in CoCoMac allowed us to generate a spatial representation of RM on a cortical surface template using the Caret software. Thereby we link the large body of coordinate-independent tracing results to a spatially registered macaque brain and – using existing spatial deformation tools – to the results of neuroimaging studies in humans. 

· Most recently we have created a 3D visualization software based on drawings from the stereotaxic macaque atlas published by Paxinos et al. (2000; 2008). The software links the atlas to mapping and connectivity information in CoCoMac and provides guidance for experimentalists including the option to dissect and manipulate individual brain structures in the cerebral cortex, thalamus and amygdala.
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15. CD 95 Disc Decides on Life or Death
Inna N. Lavrik1,3, Roland Eils2,3,4, Nicolai Fricker1,3, Carina Pforr1, and Peter H. Krammer1

1Division of Immunogenetics, German Cancer Research Center (DKFZ), 69120 Heidelberg, Germany; 2Division of Theoretical Bioinformatics, German Cancer Research Center (DKFZ), 69120 Heidelberg, Germany; 3Bioquant, University of Heidelberg, 69120 Heidelberg, Germany; 4Department for Bioinformatics and Functional Genomics, Institute for Pharmacy and Molecular Biotechnology, University of Heidelberg, 69120 Heidelberg, Germany

CD95 (APO-1/Fas) is a member of the death receptor family. CD95 stimulation leads to the induction of apoptotic as well as non-apoptotic pathways. CD95 signaling starts with the formation of the death-inducing signaling complex (DISC). The DISC consists of CD95, the adaptor molecule FADD (Fas-Associated Death Domain), procaspase-8, procaspase-10 and c-FLIPL/S/R (the cellular FLICE-inhibitory proteins). The regulation of life and death decisions at the DISC is largely influenced by the ratio between pro- and anti-apoptotic DED (death effector domain)–containing proteins and is poorly understood. We have applied a systems biology approach to understand the regulation of life/death decisions in CD95 signaling pathway in quantitative terms. In our experiments we have used HeLa cells over-expressing various components of the CD95 system. Stimulation of HeLa cells has led to the induction of both apoptotic and non-apoptotic pathways depending on the concentration of the CD95 DISC components. We have quantitatively analyzed apoptotic and non-apoptotic responses applying single-cell and population-based measurements. Based on these experimental data a mathematical model of the CD95 DISC has been constructed. The model takes into account the complex interplay between various DED-containing proteins of the DISC, e.g. procaspase-8 and c-FLIP isoforms as well as their cleavage products. The application of systems biology allowed to identify new mechanisms of regulation of CD95 signaling on the quantitative level and has demonstrated how exact concentrations of c-FLIP and procaspase-8 and their cleavage products at the DISC can determine life/death decisions.

16. From Systems to Synthetic Biology: Streamlining and Reprogramming Bacterial Catalysts

Vitor Martins dos Santos

Systems and Synthetic Biology Research Group, Helmholtz Center for Infection Research, Braunschweig, Germany

The pursuit of Synthetic Biology is both the design and fabrication of biological components and systems that do not exist in the natural world as well as the re-design and fabrication of already existing biological systems. I will provide a short overview on the current scope of Synthetic Biology for Industrial Biotechnology, on its challenges and perspectives, and will illustrate these through cases studies. Specifically, and as an illustration, I will present a transnational project on Synthetic Biology that aims at constructing a functioning, streamlined bacterial cell devoid of most of its genome and endowed with a series of highly coordinated, newly assembled genetic circuits for the biotransformation of a range of chloroaromatics into high added value compounds and that include circuits for synchronized behaviour, noise minimization and low-temperature bio-catalysis. By achieving such constructs as a proof-of-principle, we aimed at establishing a solid, rational framework for the streamlining and engineering of cells performing effectively and efficiently specific functions of biotechnological and medical interest. The added value comes from obtaining a streamlined bacterial factory, devoid of unnecessary gene complements and undesired cross-talk (and in which the internal wiring is well characterized), thereby enabling a higher degree of control and hence re-programming, by plugging-and-playing at will. 

17. FORSYS-Research Units for Systems Biology

Klaus-Peter Michel and Roland Eils

Geschäftsstelle FORSYS – Prof. Dr. Roland Eils, German Cancer Research Center, Abt. B080 iBIOS, Im Neuenheimer Feld 580, D-69120 Heidelberg, Germany

Systems biology emerged as an independent field during the late nineties in the U.S., in Europe and in Japan. The term ‘systems biology’ describes the study of biological systems at a so called systems level. Although this approach is not an entirely new concept in life sciences, it has regained strong interest, since many scientists have realized that an organism may represent more than the sum of its parts. Another major reason for the rapid emergence of systems biology is that the opportunities and research tools for scientists have tremendously developed within the last years to reach a novel and by far more powerful level than ever before.

To be at the international forefront of systems biology research, the German Federal Ministry of Education and Research (BMBF) initiated an orchestrated program on systems biology in 2001. This program was to fund medium to long-term research initiatives. In 2006, the BMBF continued its policy and initiated ‘FORSYS – Research Units for Systems Biology’, an initiative being embedded in the national BMBF support program ‘Biotechnology- Taking and Shaping Opportunities’

As a result of the FORSYS call, four FORSYS Centers located in Freiburg, Heidelberg, Magdeburg, and Potsdam, received financial support of € 45 millions from the BMBF. The funding period has started on January 1st, 2007 and will last till December 31st, 2011.

The BMBF defined FORSYS’s major objective in the development of interdisciplinary and work-sharing research units at German universities, non-profit research institutions, and private companies that will have a high impact on systems biology research in Germany. Since 2007, the FORSYS Centers have contributed to a fast growing and increasingly successful systems biology research community in Germany. The FORSYS initiative accounts for already existing research activities of the participating institutions on the local, regional, national, and international level. Existing personnel and equipment have been integrated into FORSYS to accomplish a maximum of synergy. In order to achieve the BMBF’s explicit demand for sustainability of systems biology research, FORSYS will attain support by contributions of local and state facilities enabling a switch from a federal to a regional/local/institutional sponsorship once the five year funding period comes to an end. Concomitantly, industrial companies have joined FORSYS and contribute to a sophisticated system biology research in Germany.

Besides the development of systems biology research units, FORSYS has boosted teaching activities in the FORSYS Centers. The importance of this goal is reflected by the fact that all FORSYS Centers have set up novel systems biology educational programs for master and bachelor students in the life sciences. Moreover, dedicated PhD programs have been established. These activities strongly account for BMBF’s support of selected teaching and student exchange programs.

Since the FORSYS activities are restricted to the four FORSYS centers and their neighboring non-profit research institutions, the BMBF reinforced its support of German systems biology by establishing the FORSYS Partner initiative in 2007/8.

The FORSYS Partner initiative is designed to complement FORSYS in highly required and recommended areas and scientific topics. This is achieved by integrating knowhow and technologies from outside into the research activities of the FORSYS centers. Besides the participation of research groups from German universities and non-profit research institutions, FORSYS Partner explicitly requested participation of industrial partners.

In particular, the FORSYS Partner initiative aims at an accelerated distribution of systems biology knowhow in the scientific community by establishing a tight link between established FORSYS centers and decentralized partner projects overall Germany. This is also reflected by the fact that representatives of FORSYS and FORSYS Partner work together in a single project committee to make joint decisions. A further focus of FORSYS Partner lies in the transfer of research and development results into industrial applications.

As a result of the FORSYS Partner call, the BMBF started funding of 10 FORSYS Partner Cooperation Projects and 12 FORSYS Young Investigator’s groups at different locations in Germany on January 1st, 2008. Funding of the projects lasts for 3 and 5 years for partner projects and young investigator groups, respectively with a total amount of funding of € 35 millions.

Through its extensive funding of young investigator groups FORSYS Partner strongly supports young scientists to start a career in the field of systems biology and to conduct their own systems biology research. The FORSYS partner groups contribute to a rapid dissemination of systems biology knowhow from the already established FORSYS centers, while in turn the FORSYS centers strongly benefit from the complementary knowhow and technologies contributed by the partner groups.

18. Unraveling gene regulatory networks in plant systems

Müller-Röber B1, Arvidsson S1, Caldana C2, Corrêa LGG1, Riaño-Pachón DM2, Winck FV1, Balazadeh S1
1University of Potsdam, Karl-Liebknecht-Str. 24-25, Haus 20, 14476 Potsdam, Germany, 2Max Planck Institute for Molecular Plant Physiology, Am Mühlenberg 1, 14476 Potsdam, Germany

Transcription factors (TFs) are regulatory proteins that turn on and off the activity of the genes they control (target genes), by binding to short DNA elements (cis-regulatory elements; CREs) in their promoter sequences, constituting important components of gene regulatory networks (GRNs). TFs play important roles in almost all biological processes and thus it is perhaps not surprising that a large percentage of the genome encodes for these regulatory proteins. Our lab studies the function of TFs that control GRNs during development and biomass accumulation of photosynthetic organisms, including higher plants and photosynthetic micro-algae. Due to rapid progress in sequencing technologies, more and more genome sequences are rapidly becoming assessable providing an excellent resource for the analysis the evolutionary and functional relationships of transcriptional regulators across species. To speed up the discovery of TF genes we have established a bio-computational pipeline and established the Plant Transcription Factor Database (http://plntfdb.bio.uni-potsdam.de), which includes TF genes from micro-algae to higher plants. We use multi-parallel quantitative real-time polymerase chain reaction (qRT-PCR) to identify TFs that are functionally important for leaf development, control responses to changes in light and nutrient availability in the alga Chlamydomonas reinhardtii, and affect abiotic stress tolerance in Arabidopsis and crops. The available qRT-PCR platforms allow the facile expression analyses of ~2.000 TF genes in both rice and Arabidopsis, and the known set of ~240 transcriptional regulatory genes in Chlamydomonas. To assist in the development of further qPCR platforms, we have established QuantPrime, a user-friendly, fully automated tool for primer pair design (available at www.quantprime.de). 

Our experimental work currently focuses on the functional analysis of TFs of the so-called NAC family, which regulate various important processes in higher plants, including the tolerance to abiotic stress and organ aging. Data will be presented to highlight some recent discoveries made with respect to the gene regulatory networks governed by NAC TFs. I will also present data showing that one previously uncharacterized TF controls cellular hydrogen peroxide (H2O2) homeostasis. H2O2 is an important signaling molecule that affects developmental processes in plants but also accumulates under conditions of abiotic stress. Thus controlling H2O2 homeostasis is of prime importance to balance developmental processes versus appropriate responses to environmental stress.

Funding for the above mentioned work is provided by the DFG (FOR 948), BMBF (GoFORSYS), and the EU (VaTEP).

19. ViroQuant-Systems Biology of Virus-Host Cell Interactions

Angela Oberthür, Jürgen Wolfrum, and Roland Eils
Still missing
20. A Systems Biology Approach towards Predictive Cancer Therapy. Holistic Multi Scale Modeling of Targeted Protein Therapeutics Action

Klaus Pfizenmaier

Institute of Cell Biology and Immunology, Allmandring 31, University of Stuttgart, D-70569 Stuttgart, Germany

Modern, targeted protein therapeutics, such as recombinant antibodies targeting tumor antigens or multifunctional cytokines targeting death receptors hold great promise to advance treatment of presently uncurable diseases, cancer in particular. In addition, through genetic engineering as well as methods of chemistry and material sciences, the generation of novel, multifunctional reagents combining features of these natural defense molecules will open up new avenues of targeted therapies in oncology. The clinical efficacy of such engineered reagents will depend on the optimum combination of their properties at distinct time-space-levels to achieve maximum on-target and minimum off-target activity. The three major levels here to be considered are

i) 
the distribution and pharmacokinetics within the whole organism

ii) 
the distribution and enrichment of the drug in the tumor via targeting strategies

iii) 
binding to and activation of their respective target molecules and intracellular signaling pathways, leading to e.g. apoptosis of the target cell.

Aspects of this complex system have been intensively investigated, with qualitative assays prevailing in the past, but quantitative methods and mathematical models gaining increasing importance. For example, a wealth of pharmacokinetic data on therapeutic antibodies exists and initial models focusing on aspects of tumor growth are available. However, the clinical assessment of therapeutic activity so far is, by and large, an educated guess and trial and error procedure oriented at patho/physiological phenomena such as minimum biological response and maximum tolerated dose. No holistic model exists capable to describe the whole system including the three levels outlined above and suitable to aid clinical studies by predicting parameters of therapeutics application critical for determination of tumor response. The establishment of such an integrative, holistic mathematical model of tumor therapy with predictive power appears particularly attractive and helpful for clinical evaluation of all biological/immune therapy concepts because of the complex bioactivities potentially affecting the whole organism. A predictive mathematical model suitable to guide cancer therapeutic strategies is the ultimate goal of the planned project, with the work of the current research period laying the ground for a core model on which to build on in subsequent studies. As an experimental tumor system for data acquisition and model validation, we study the whole body distribution and antitumoral action of new, specifically designed variants of the proapoptotic TNF related apoptosis inducing ligand (TRAIL) based fusion proteins with tumor targeted activity in murine xenotransplantated lung carcinoma and in ex vivo models of human lung cancer. We will report on progress in the development and function of the new targeted TRAIL variants and the state of art of the mathematical submodels.
21. MicroRNA and Posttranscriptional Gene Regulation

Nikolaus Rajewsky
Max Delbrück Center for Molecular Medicine (MDC) Berlin-Buch, Robert-Rössle-Straße 10, 13125 Berlin, Germany

I will briefly review the previous efforts of my lab and collaborators to understand more about the function of miRNAs in post transcriptional gene regulation and I will discuss their potential for medical applications.
I will then present ongoing work where we use high throughput quantitative proteomics, next generation sequencing and computational approaches to unravel the biological function of small RNAs and RNA binding proteins in well defined in-vivo systems.' References: Chen and Rajewsky, Nat. Genet. 2007; Chen and Rajewsky, Nat. Rev. Genet. 2007; Selbach et al, Nature 2008; Friedlaender et al PNAS 2009

22. UNBIASED, POPULATION-LEVEL QUANTIFICATION OF MITOCHONDRIAL MORPHOLOGICAL DYNAMICS DURING APOPTOSIS

Yara Reis, Daniela Richter, Anne-Hamacher-Brady, Roland Eils and Nathan Brady

iBIOS – Theoretical Bioinformatics, German Cancer Research Center, BioQuant, Im Neuenheimer Feld 267, D-69120 Heidelberg, Germany

Objectives -Mitochondria not only house the respiratory chain and provide cellular energy but are also the site of essential biosynthetic pathways. These organelles are not seen as static entities anymore, but as dynamic networks of filamentous structures that continuously move, divide, and fuse. Given the multitude of functions, it does not surprise that mitochondrial dysfunction has severe cellular consequences, and is linked to ageing, metabolic syndromes and neurological disorders in human. One of the difficulties in the study of mitochondria role has been our limited understanding of mitochondrial dynamics under stress conditions, in part due to the lack of an unbiased, population-wide analysis of mitochondria morphology.

Methods- In this work, we have developed a workflow to quantitatively assess mitochondrial dynamics, by high-resolution imaging of mitochondria labeled at both inner and outer membranes by fluorescent proteins, and subsequent automated image segmentation and analysis, and supervised classification of large image datasets.

This approach overcomes the limitations in manual interpretation, in terms of objectivity and statistical relevance. Furthermore, the response within a population of cells is not singular and allows us to address the distribution of three main mitochondrial morphological phenotypes of a single cell as among a whole cell population: networked, fragmented and swollen.
Results- This method was established using training and validation sets of untreated control cells (networked), and cells treated with CCCP (swollen) and ceramide (fragmented).   The resulting mathematical model was applied to an imaging screen of varied pro-apoptotic compounds, revealing significant differences in mitochondrial morphological responses.

Conclusions- Unbiased, automated detection and classification of mitochondrial morphological dynamics, at the population level, represents a critical advance for studies aimed at elucidating the roles of mitochondrial morphology during programmed cell death.

23. Physcomitrella patens – The Plant Model for Systems Biology

Ralf Reski

Freiburg University; Plant Biotechnology, Schänzlestr. 1, D-79140 Freiburg, Germany

The moss Physcomitrella patens has been developed into a plant model for systems biology and for plant biotechnology. Its juvenile phase comprises only few, well-described cell types, which are responsive to plant hormones and to abiotic stress conditions. Well established gene-targeting technologies facilitate gene-function annotation via reverse genetics. Further, moss bioreactors were developed to produce complex biopharmaceuticals for therapy and diagnosis. Based on the fully sequenced Physcomitrella genome, we pioneer gene annotation and the identification of complex regulatory networks in growth and differentiation, including signal transduction and regulation of gene expression via phosphor-proteins and small regulatory RNAs. Dynamic modeling of these multi-level regulatory networks is under way to better understand plant resistance to unfavorable environmental conditions and to optimize product yield in the moss bioreactor.

24. Investigation of Disease-Related Interaction Networks for the Identification of Novel Cross-Connecting Pathways

Enrico Schmidt

Albert Ludwigs University Freiburg, Center for Biological Systems Analysis (ZBSA), Regulatory Networks, Habsburgerstrasse 49, D-79104 Freiburg, Germany

Our understanding of how genes functionally interact with a variety of molecular pathways in common networks is far from being complete. Mutations in Parkinson’s Disease (PD) associated genes have been linked to multiple cellular processes including mitochondrial function, oxidative and endoplasmic reticulum stress responses as well as intracellular sorting. However, their physiological function and mechanistic contribution to pathological processes remain elusive. To target this specific question we investigated the homologues of PD-related genes in C. elegans that represents an excellent model system. Based on the assumption that genes involved in the pathology of a certain disease are supposed to act in the same physiological pathway, we started with genetic pilot experiments to test this hypothesis. Upon induction of both ER and oxidative stress we were able to show that the two PD-related kinases PINK-1 and LRK-1 are antagonistically connected (Sämann et al., 2009a). In order to identify protein partners linking these two proteins we performed protein-protein interaction studies using the Split-Ubiquitin system. The major limitation of the classical Y2H system is, that the detection of the interaction requires nuclear translocation of the interacting proteins. These are fused to the DNA-binding domain of a transcription factor on the one hand and to the trans-activating domain on the other hand in a way that enables the reconstitution of a functional transcription factor. This readout excludes all proteins located in subcellular compartments or at the plasma membrane and also transcription factors that are already trans-activating in yeast on their own. The yeast-split-ubiquitin system was developed to overcome these limitations. The major advantage of this approach is that no nuclear translocation is required for the interaction read-out. Consequently protein interactions can be detected at their native sites e.g. the plasma membrane, subcellular organelles and transcription factors can be used as baits. Using the split-ubiquitin system we were able to identify in a non-saturating screen around 70 potential interaction partners for the two kinases. In order to identify cross-connecting pathway we performed a systematic search for common targets and regulators of the interaction partners instead of using the classical intuition-based approach. Pathways were scored according to their relevance connecting PINK-1 and LRK-1. Using this approach we were able to postulate a potential connection between the two kinases through the Rho signaling pathway. In order to prove the postulated connection we genetically combined mutants of key members of the Rho signaling pathway with mutants lacking functional PINK-1 and LRK-1. As postulated by our network analysis approach we were able to confirm the connection between PINK-1 and LRK-1 through the Rho signaling pathway using genetic epistasis analyses. This approach represents a powerful tool to discover functional connection between different proteins of interest however the analysis is limited to a low number of proteins in a genetic network. To overcome this limitation we initiated collaborations with theoretical groups from Freiburg (P. Pfaffelhuber) and Magdeburg (U. Haus) to apply mathematical methods for understanding large genetic networks based on genetic epistasis data.
25. Modeling and model validation of signal transduction modules 

Carsten Schultz, Gregor Reither, and Franz Reither

European Molecular Biology Laboratory (EMBL), Meyerhofstr. 1, 69117 Heidelberg, Germany. Schultz@embl.de

Intracellular signaling networks are sufficiently complicated that sophisticated models are required to describe the network architecture, the flow of information and the real time performance. We developed a model describing G-protein coupled receptor signaling and its effect on calcium and protein kinase A signaling consisting of 45 elements with about 280 functional connections. The model was adapted from models used for complex systems in industry and produces real-time response patterns for most of the elements. We validated the model by live cell imaging and specific modulation of the network through small molecules or RNAi. In addition, the model produced predictions regarding missing molecular interactions. Again, live cell imaging in combination with targeted mutations revealed previously unknown interactions between signaling molecules and feedback loops. An improved and expanded model will allow us to better understand and predict the performance of intracellular signaling networks in the future.

26. Functional Genomic variation in photosynthesis and starch metabolism genes in Arabidopsis and Chlamydomonas

Ralph Tiedemann and Sandra Schwarte
Unit of Evolutionary Biology, Institute of Biochemistry and Biology, University of Potsdam, Karl-Liebknecht-Strasse 24-25 (Haus 26), D-14476 Potsdam, Germany

We analyze genomic variation in all RubisCO genes as well as genes of the starch metabolism in different ecotypes/lineages of Arabidopsis thaliana and Chlamydomonas reinhardtii. For expressed variation, we check for disruptive selection among lineages as well as we analyze – in cooperation with project partners of GoFORSYS – proximate implications, i.e., gene expression, enzyme function, and phenotype. Interestingly, we found a gene duplication/loss event among the small subunits of RubisCO, where rbcS-1b was lost and substituted by a duplicated rbcS-2b in 8 accessions of Arabidopsis. We also detected expressed genetic variation in several genes involved in starch synthesis. Our novel data on genomic variation in these model species are compared to expression levels as well as to data on enzymatic activity of the respective ecotypes/lineages. The ultimate goal of our analyses is to put the properties of the focus strains/accessions intensively investigated in the GoFORSYS systems biology initiative into perspective of the functional genomic variation occurring in closely related strains and ecotypes.

27. BioQuant: A New Research Network in Heidelberg

Jürgen Wolfrum
   Institute for Physical Chemistry, Im Neuenheimer Feld 253, Acting Director, c/o BioQuant, Heidelberg University, Im Neuenheimer Feld 267, D-69120 Heidelberg, Germany

Understanding the amazing diversity and the equally astounding efficiency of living structures is one of the great scientific challenges of the 21st century. Animate systems display an extraordinary degree of interaction between chemical reactions and the different physical processes regulating the transport of matter, energy and information. The sheer abundance of the phenomena involved is entirely beyond the scope of the trial-and-error methods prevalent in traditional scientific inquiry. What we need now is a strategic approach capable of measuring up to the extreme complexity of life in all its forms. Accordingly, mathematical models and the latest imaging techniques, to name only two examples, will be integral resources in the testing of scientific hypotheses both now and in future.

The BioQuant network, one of Europe’s first centers for quantitative biology/systems biology, intends to make the most of this enormous potential. Mathematicians, computer scientists, chemists, biochemists, physicists and medical researchers are working together to find a “common language” capable of adequately describing complex life processes.

The creativity required for such a purpose cannot be “organized.” It needs a communicative setting and an atmosphere in which new developments can materialize and thrive undisturbed. With its extensive foyer areas and green inner courtyards the BioQuant research building conceived by Berlin architect Volker Staab and opened in April 2007 is a superb location for close cooperation between basic biological/ medical research and mathematical modeling.

More importantly still, it is an ideal setting for collaborative exchange, thought and action, facilitating communication across traditional research boundaries and the kind of interdisciplinary cooperation that can stimulate highly productive “role switches”: a mathematician may suggest a biological experiment, a chemist will come up with the solution of a mathematical problem, physicists and medical researchers work hand in hand. Common to all is the enthusiasm for the tasks they are involved in.

The goal of the technology platform of BioQuant is to develop new nonintrusive optical methods to obtain quantitative data on elementary processes for mathematical modelling of biological systems. The strategy is twofold: extension of the classical confocal microscopy life cell imaging (NIKON Center) to ultra-high resolution nanoscopy using linear single molecule (dSTORM, PALM) and nonlinear (STED) laser spectroscopic methods. Combining optical nanoscopy with electron microscopy (EM, Cryo-EM) will open new possibilities for correlative microscopy of biological systems. On the other hand we concentrate on the development of ultra-high throughput microscopy with the final goal to be able to analyze “a genome in a day” with RNAi screening. Interesting hits of the screening will be automatically transferred from high-throughput to high-resolution microscopy for detailed analysis. To handle and store the large amount of data produced in the technology platform a 10 Petabyte storage facility will be established in BioQuant.

With the help of joint funding from the state of Baden-Württemberg, the Klaus Tschira Foundation, the University of Heidelberg, EMBL, DKFZ , the EML Research GmbH and the Max Planck Institute for Medical Research, several junior research groups started in BioQuant within the Center for Modeling and Simulation in Biosciences (BIOMS). With the project “ViroQuant” one of the four new national centers for systems biology supported by the Federal Ministry of Education and Research (BMBF) could be launched in 2006 in BioQuant. Within the cluster of Excellence “CellNetworks” a number of new junior research groups and two professorships on modern electron microscopy and in the field of proteomics could be recruited for BioQuant. Also several projects of the new Helmholtz-Alliance “Systems Biology of Signal Transduction in Cancer (SB Cancer)” are located in BioQuant.

Finally, a new teaching and training program for students in ‘Systems Biology’ is initiated in BioQuant through the support of the ViroQuant project. In collaboration with the Hector Seminar courses and seminars for High school students are organized. With the project ‘Ecolicence to Kill’ a gold medal and three special prizes were awarded to the BioQuant student team in the iGEM-competition of MIT.

Estimate of expected costs/Beantragte Kosten
a) Direct flights from TAP will departure from five airports in Germany, arriving in Belo Horizonte. Estimated cost per participant: 1000 EUR.
b) Contracted transportation: from airport to Ouro Preto. Estimated cost per participant: 30 EUR.
c) Hotel fee in Ouro Preto. Estimated cost per participant: 80 EUR

d) Share of local organization costs, including advertising material, website design, registration for local attendees, conference room set up, secretary, transport organization, conference material, proceedings, fought reservations, Hotel booking, etc. Estimated cost (50% share): 3000 EUR
Konto und Überweisung zur Abwicklung der Beihilfe
Unterschrift
Appendix
Hi Michel, it sounds that you will be arriving at night in Belo Horizonte, sleeping here!

1. BERLIN

TAP

20 FEB   Berlim (TXL) /  Munich       09:15    10:25 h

20 FEB   Munich / Lisboa                11:10    13:15 h

20 FEB   Lisboa / Belo Horizonte     15:30     23:10 h

25 FEB   Belo Horizonte / Lisboa     23:50    12:00 h ( dia  26 Feb )

26 FEB   Lisboa / Frankfurt             13:40     17:50 h

26 FEB   Frankfurt / Berlim  ( TXL )  18:50     19:50 h

Tarifa  =   Euros  566  (  R$  1471,60  )   +  R$  865,00 taxas =   R$  2.336,50

2. FRANKFURT

TAP

20 FEB   Frankfurt / Lisboa            09:30   11:25 h

20 FEB   Lisboa / Belo Horizonte   15:30    23:10 h

25 FEB   Belo Horizonte / Lisboa   23:50    12:00 h   ( dia 26 Feb  )

26 FEB   Lisboa / Frankfurt            13:40    17:50 h

Tarifa  =  Euros 566   (  R$ 1471,60   )   +  R$  648,24  taxas    =   R$   2.119, 84

3.  STUTTGART

TAP

20 FEB  Stuttgart /  Munich               09:20      10:15 h

20 FEB  Munich  / Lisboa                  11:10      13:15 h

20 FEB  Lisboa / Belo Horizonte        15:30       23:10 h

25 FEB  Belo Horizonte / Lisboa        23:50      12:00 h  ( dia  26 Feb  )

26 FEB  Lisboa / Munich                   14:10      18:10 h

26 FEB  Munich / Stuttgart                18:45      19:30 h

Tarifa  =  Euros    651   (  R$  1.692,60  )  +  R$  927,38  taxas  =  R$  2.619,98

4. DORTMUND   (   70  km  de  Dusseldorf  )

TAP

20 FEB   Dusseldorf  / Munich       09:20    10:30 h

20 FEB   Munich / Lisboa             11:10     13:15 h

20 FEB   Lisboa / Belo Horizonte  15:30      23:10 h

25 FEB   Belo Horizonte / Lisboa   23:50     12:00 h   (  dia  26 Feb  )

26 FEB   Lisboa /Munich               14:10     18:10 h

26 FEB   Munich  / Dusseldorf       19:00      20:15 h

Tarifa  =  Euros  591   (  R$  1.536,60 )   +  R$  865,90  taxas  =  R$    2.402,50
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�Vielleicht besser die Uni-Affiliation benutzen, könnte bei DFG besser sein! Check das mal mit dem Ansprechpartner bei der DFG.


�Hier muss ganz klar herausgearbeitet werden, warum gerade Brasielien? Ich würde zunächst schreiben, dass es bereits binationale Austausche/Programme mit den üblichen Verdächtigen gibt USA, China, Japan etc.). Auch auf europäischer Ebene haben wir zahlreiche transnationale Fördermaßnahmen, hier gibt es also keinen Entwicklungsbedarf. Südamerika ist aber bislang vollkommen unentwickelt als Partner für dt. Systembiologie. Hier schlummert ggf. ein großes Potenzial, das durch diesen Workshop entdeckt werden soll. In Südamerika haben wir uns dann Brasilien ausgesucht, als Begründung kann man hier die starke CompBiol Gesellschaft angeben sowie die international sehr sichtbare X-Tagung. Zudem sollte man die Unterstützung vor Ort durch das Heinze-Büro hier mit ins Feld führen. Mit dieser Argumentationskette können wir hoffentlich die Gutachter überzeugen, warum wir gerade nach Brasilien wollen!


�Die Ziele müssen noch mehr herausgearbeitet werden. Was genau erhoffen wir uns von dem Workshop? ZB die Erarbeitung gemeinsamer Forschungstehemne, die zB von BMBF/Brasilien bilateral gefördert werden können. Was kann die DFG ggf. An binationalen Förderungen bieten. Austausch von Wissenschaftlern, Gastprofessuren in beide Richtuingen etc. etc. Der Mehrwert der Tagung muss hier klar herausgestellt werden.
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